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Kl-basierte Erkennung beleidigender
AuBerungen — Offensive Speech Detection

in Social Media

Executive Summary

Offensive Speech, also beleidigende AuBerungen, im
Extremfall die Hassrede (Hate Speech), gehéren zu den
gréBten Herausforderungen digitaler Kommunikation,
insbesondere auf Online-Plattformen, auf denen Inhalt
geteilt wird.?2 Die Hassrede grenzt sich von Offensive
Speech dahingehend ab, als dass sie auf ganz bestimmte
Personen oder Gruppen abzielt, um diese aufgrund spezi-
eller Merkmale wie etwa Herkunft, Religion, Geschlecht,
sexueller Orientierung u.a. zu diskriminieren und zu er-
niedrigen. Ausdruck finden Offensive Speech und Hass-
rede in Texten, Bildern, Symbolen oder Gesten. |hr mas-
senhaftes Auftreten sowie das Spannungsfeld zwischen
der Verletzung von Menschenrechten und einer Beschrdnk-
ung des Rechts auf freie MeinungsduBerung machen
das Thema ethisch und gesellschaftlich sehr herausfor-
dernd. Aufgrund der groBen Menge an problematischen
Inhalten und der in Europa bestehenden gesetzlichen
Verpflichtung, gegen Hass und Hetze vorzugehen, set-
zen Online-Plattformen vermehrt KI-Systeme zur auto-
matisierten Erkennung und Entfernung von Offensive
Speech und Hassrede ein.'510:20

Aus technischer Sicht ist eine klare und faire Bewertung
von Sprache durch KI-Systeme herausfordernd, weil die
Beurteilung beleidigender AuBerungen im jeweiligen
Kontext stattfinden muss und oft selbst fir Menschen
herausfordernd ist. KI-Systeme haben zudem Schwierig-
keiten, Ironie und Sarkasmus zu erkennen. Somit besteht
das Risiko eines ungenUgenden Schutzes vor problema-
tischen und illegalen AuBerungen. Umgekehrt kann es
auch zu einem ungerechtfertigten Filtern und Streichen
von Inhalten kommen, was aus Sicht von Nutzer:innen
das Recht auf freie MeinungsduBerung beschneiden
kann.'®

Im ALAIT Risikoradar wird der Einsatz von KI|-Systemen
zur Erkennung und Entfernung beleidigender AuBerungen
und Hassrede mit einem Gesamtrisiko von hoch bis mittel
(dunkelorange und hellorange) eingestuft. Was den Autono-
miegrad des KI-Systems betrifft, weisen die eingesetz-
ten KI-Systeme in der Regel einen mittleren bis hohen
Autonomiegrad (Stufe 3 und 4), da nur in Problemfal-
len, etwa bei Beschwerden von Nutzer:innen oder bei
unklaren Befunden, eine Prifung durch Menschen er-
folgt. Das Risiko
«mittel” (Stufe 3) eingeordnet, da zwar meist keine un-
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*ALAIT ist ein vom Bundesministerium fir Innovation, Mobilitét und Infrastruktur (BMIMI) initiiertes Forschungsprojekt zur

ALAIT Risikoradar fir KiI-basierte Erkennung

beleidigender AuBerungen

voll

hoch

mittel

gering

keine

Autonomiegrad des KI-Systems

maximal

minimal begrenzt mittel hoch

Anwendungsbereich-Risiko

KI-Anwendungen im Bereich
(N Offensive Speech Detection
Das ALAIT Risikoradar ist ein wissenschaftlich entwickeltes
Risikoanalysetool fur Kinstliche Intelligenz (KI), das KI-An-
wendungen kontextbezogen und unter Bericksichtigung ihres
technischen Autonomiegrades einstuft und so die Risikosphd-
re fir Anwender:innen auf einen Blick sichtbar macht. Dabei
gilt: Je hdher das Einsatz-Risiko aus dem Anwendungskontext
und je gréBer der Autonomiegrad des KI-Systems in Bezug auf
Entscheidungen, desto riskanter ist der Einsatz einzustufen.
Eine erweiterte Klammer weist auf eine Bandbreite in der Ri-
sikoeinstufung hin. Ein geringer Autonomiegrad eines Kl-Sys-
tems bedeutet nicht, dass man sich zuricklehnen kann. Es
erfordert eine starke Rolle der Menschen, die es anwenden.
(Details zum Stufenmodell s. S. 8f).

mittelbare Gefahr fur Leib und Leben besteht, jedoch
fehlerhaft oder ungenau arbeitende KI-Systeme erheb-
liche Auswirkungen auf die Grundrechte der Menschen
wie Schutz vor Diskriminierung, persénliche Sicherheit,
kérperliche Unversehrtheit oder Meinungsfreiheit haben
kénnen.

Burger:innen kénnen in Osterreich gegen digitale Hassre-
de, die sie beleidigt, verletzt, oder aus anderen Grinden
illegal ist, vorgehen und Anzeige erstatten. Der europdi-
sche Digital Services Act (DSA) verpflichtet zudem Platt-
formbetreiber dazu, aktiv gegen Hassrede vorzugehen

Entwicklung einer neuartigen Form von Technologiebewertung fir KI-Technologien mit wissenschaftlichen Methoden.



und marginalisierte Gruppen zu schiUtzen. Etwa ist si-
cherzustellen, dass Content-Moderator:innen die Funk-
tionsweise und den Output der Systeme Uberwachen.
Mitarbeitende im Bereich der Content-Moderation sind
kontinuierlich zu schulen - sowohl hinsichtlich der Funkti-
onsweise und Grenzen von Kl-Systemen als auch in Bezug

Einleitung

Auf Online-Plattformen, auf denen Nutzer:innen Con-
tent wie Texte, Bilder oder Videos teilen, stellen Offensi-
ve Speech (beleidigende AuBerungen) und Hate Speech
(Hassrede) besondere Herausforderungen dar. Im Un-
terschied zu Offensive Speech beziehen sich die Beleidi-
gungen bei Hassrede auf eine bestimmte Gruppenzuge-
horigkeit. Studien’ zeigen, dass von Hassrede im Internet
besonders Frauen, Muslime, Juden oder Menschen of
Color betroffen sind. Offensive Speech und Hassrede
kénnen zu psychischer Belastung, sozialer Ausgrenzung
und im Extremfall sogar zu physischer Gewalt fUhren.?
Sie schrdnken die freie MeinungsduBerung durch Angst
vor Angriffen sowie durch unfaire Filterung oder Zensur
in sozialen Medien ein. Dadurch wird gesellschaftliche
Polarisierung verstdrkt und diskriminierende Einstellun-
gen werden normalisiert, sodass diese zunehmend als
akzeptabel erscheinen. In einigen gesellschaftlichen
Gruppen kann dies Radikalisierungsprozesse foérdern,
weil feindselige Narrative als legitim erlebt und so wei-
ter verstdrkt werden. Hassrede kann sowohl in Form von
Sprache, als auch in Form von Bildern, Videos, Karikatu-
ren, Emojis und Zeichen dargestellt werden.

Durch generative KI-Technologien steigen die Moglichkei-
ten zur Erzeugung und Verbreitung von offensive Speech
und Hassrede in sozialen Medien, etwa in Form von so-
genannten Deepfakes: Realistisch erscheinende Medien-
inhalte wie Bilder, Videos oder Audiodateien, die als echt
wahrgenommen werden, aber tatsdchlich mit Hilfe von
Kl erstellt oder bearbeitet wurden und reale oder fiktive
Personen in Situationen oder mit Aussagen zeigen, die er-
funden sind.'?

Da sowohl die freie MeinungsduBerung als auch die Si-
cherheit der Nutzer:innen in Einklang gebracht werden
mUssen, ist die effektive Erkennung und Verhinderung
beleidigender AuBerungen und Hassrede unerldsslich.
Automatisierte Inhaltsmoderation, welche eine grofBe
Menge an nutzergenerierten Inhalten auf schadliche und
illegale Inhalte durchforstet und diese auch gegebenen-
falls entfernt, ist in der Praxis unverzichtbar. Die zum
Einsatz kormmenden KI-Systeme sollen drei Gruppen zu-
gutekommen:

auf gesellschaftliche Sensibilitaten. Im Januar 2025 wur-
de der DSA durch den ,Code of Conduct on Countering
lllegal Hate Speech Online" erweitert, der Uber freiwillige
Selbstverpflichtungen hinaus konkrete Handlungsvorga-
ben fUr Plattform-Betreiber:innen schafft.

®

1. Den Betreiber:innen von Online-Plattformen, die da-
mit die Menge der Inhaltsmoderation stark erhdhen
kénnen.

2. Den Content-Moderator:innen, die durch Automati-
sierung von psychisch belastenden Aufgaben ge-
schitzt werden kénnen.

3. Den Nutzer:innen sozialer Medien, die diese im Ideal-
fall ohne anst6Bige, illegale oder gewalttatige Inhal-
te erleben kénnen.

Diesen drei Gruppen stehen jedoch ebenso drei Gruppen
gegeniber, die durch die beschriebene Automatisierung
benachteiligt sind:

1. Die Data-Labeler, die oft im globalen Siden unter
prekdren Umstdnden psychisch belastende Daten
labeln mussen, die als Trainingsdaten fur diese Kl
Systeme dienen.

2. Benachteiligte Gruppen, deren Inhalte durch Verzer-
rungen in der Kl-gestUtzten Inhaltsmoderation 6f-
ters fdlschlicherweise als Hassrede eingestuft, und
daher haufiger zensiert werden.

3. Die Demokratie insgesamt mit ihren demokratisch
legitimierten Institutionen. Denn welche Inhalte als
.gut” oder ,schlecht” qualifiziert werden sowie was
gesagt und was nicht gesagt werden darf, entschei-
den die von Plattform- und Foren-Betreiber:innen
eingesetzten KI-Systeme, welche Ublicherweise kaum
transparent gemacht werden und sich damit einer
demokratischen Kontrolle entziehen.
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Die Kl-basierte Erkennung von beleidigenden AuBerungen stUtzt sich auf Fortschritte im maschinellen Lernen (ML),

Technologiebeschreibung

insbesondere im Bereich der Verarbeitung natirlicher Sprache (Natural Language Processing — NLP), die sich auf
Textinhalte bezieht. Im Kern umfasst diese Technologie das Training von Algorithmen anhand groBer Datensdtze
mit gekennzeichneten Inhalten (Uberwachtes Lernen), sodass sie lernen, neue Inhalte automatisch als ,zuldssig” oder
.verstoBend" gegen eine bestimmte Richtlinie (z.B. beleidigende AuBerungen vs. normale Sprache) zu klassifizieren.®
Solche Systeme kénnen offensichtlich hasserfillte Wérter zwar markieren, haben jedoch Schwierigkeiten mit der
korrekten Interpretation von Text etwa den Kontext betreffend, weiters mit Rechtschreibfehlern, Sarkasmus und
Ironie sowie harmlos klingenden Codewdrtern fur spezifisch feindselige Bedeutungen. Generell funktionieren sie auf-
grund der Vielzahl englischer Trainingsdateien in englischer Sprache besser als in anderen Sprachen.

Es gibt verschiedene Techniken, die dabei helfen sollen, diese Herausforderungen abzuschwdachen. Unter anderem

werden die folgenden beiden Techniken eingesetzt:

1. Named Entity Recognition (NER) und Entity Linking
(EL) werden verwendet, um Identitdtsgruppen in
Texten zu kennzeichnen, genau zu bestimmen, wel-
che Woérter sich auf die Zielgruppe beziehen, und sie
mit einer externen Wissensdatenbank zu verknUp-
fen.?*?’ Diese Techniken sollen dabei helfen, zu identi-
fizieren, worum es in dem Beitrag geht und wer/was
angegriffen wird.

2. Sentiment- und Emotionsanalysen werden verwen-
det, um echte HassduBerungen von anderen Formen
der Verwendung beleidigender Sprache zu unter-
scheiden.®?

Fortschritte in der Leistungsfdhigkeit werden insbeson-
dere mit dem Einsatz von Transformer-Modellen (z.B.
BERT, RoBERTa, XLM, GPT) erzielt, die kontextuelle Be-
ziehungen zwischen Woértern, z.B. in Sdtzen, erkennen
kénnen und sich deshalb fUr Sprachanalyse eignen.”®

Chancen

Doch diese Fortschritte beziehen sich hauptsdchlich
auf die englische Sprache und betreffen weniger ande-
re Sprachen wie etwa Deutsch oder Italienisch. Zudem
weisen diese Modelle auch Verzerrungen auf, die oft be-
sonders marginalisierte Gruppen noch weiter benachtei-
ligen.

In der Praxis kommen Uberwiegend sprachbasierte Sys-
teme zum Einsatz. Da beleidigende AuBerungen jedoch
Uber den rein textuellen Inhalt hinausgehen, bedarf es
multimodaler Systeme, die auch Bilder oder Videos
analysieren kénnen und fiur die Computer Vision-Tech-
nologien benétigt werden.? Die Entwicklung solcher
multimodalen Systeme birgt allerdings groBe Heraus-
forderungen in Bezug auf Fairness, Transparenz und
Kontextverstandnis.

Der Einsatz von Kl zur Erkennung von beleidigenden AuBerungen auf Online-Plattformen hat das Potenzial, sowohl

fUr Nutzer:innen als auch fur Content-Moderator:innen und Anbieter:innen sozialer Medien von Vorteil zu sein:

Chancen fiur Nutzer:innen:

+ Gesteigertes User-Erlebnis in Sozialen Medien: Die
Integration von Kl in die Moderation von Inhalten -
auch unabhdngig von der Erkennung beleidigender
AuBerungen - kann dazu beitragen, eine personali-
sierte Erfahrung zu gewdhrleisten und die Menge an
Spam, Falschinformationen sowie verstdrenden bis
hin zu illegalen Inhalten zu reduzieren. In Verbindung
mit der im Digital Services Act (DSA) verankerten
Maoglichkeit, die Kriterien, nach denen Content mo-
deriert wird, selbst auszusuchen, kann das Gesamt-
erlebnis verbessert und das Risiko, dass Nutzer:innen
mit hasserfullten und schddlichen Inhalten konfron-
tiert werden, (idealerweise) reduziert werden.3™

+6,8,10

Chancen fur Content-Moderator:innen:

«  Geringere psychische Belastung und Arbeitsmenge:
Kl-Tools kénnen sensible Bilder unkenntlich machen
und beleidigende Sprache in Echtzeit zensieren. Da-
durch sinkt die Menge an Material, das an Content-
Moderator:innen gelangt bzw. diese werden mit-
unter vor den schlimmsten Inhalten geschiUtzt. Das
reduziert die psychische Belastung, die mit dieser
Arbeit verbunden ist.3®
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Chancen fiur Betreiber:innen von
Online-Plattformen:

Geschwindigkeit und Umfang: Laut eigenen Anga-
ben werden beispielsweise auf der Plattform X (ehe-
mals Twitter) tdglich Uber 500 Millionen Beitrage
generiert." Eine effiziente Moderation dieser Inhalte
ist nur durch die Integration von KI-Systemen zu be-
werkstelligen, die automatisiert einen GroBteil der
offensichtlich illegalen und beleidigenden Inhalte in-
nerhalb von Minuten nach ihrer Veréffentlichung er-
kennen und entfernen kénnen.™®

Konsistenz und Genavuigkeit: Kl-Systeme konnen,
sofern sie richtig trainiert und eingestellt wurden,
eine hohe Konsistenz auf alle analysierten Inhalte
anwenden. Die Forschung zeigt, dass Transformer-
Modelle wie RoBERTa und spezialisierte Varianten
wie HateBERT (ein BERT-Modell, das auf hasserfull-
te bzw. beleidigende Sprache vorab trainiert wurde)
bei der Erkennung von Hassreden gute Leistungen
erzielen kdnnen.”

A/

Herausforderungen und Risiken )

Trotz der oben genannten Chancen gibt es eine Reihe von Risiken und Herausforderungen, die die Anbieter:innen von

Online-Plattformen I6sen mUssen, um eine vertrauenswirdige und zuverldssige Integration von Kl zur Erkennung von

beleidigenden AuBerungen zu gewdhrleisten:

Viele falsch-positive und falsch-negative Ergebnisse
sowie Verzerrungen (KI-Bias): Obwohl Kl-Systeme
darauf ausgelegt sind, beleidigende AuBerungen zu
erkennen und zu I6schen, machen sie haufig Fehler.
Insbesondere haben KI-Systeme Schwierigkeiten
bei der Erkennung von Ironie und Sarkasmus.®"™ Bei
multimodalen Systemen liegt das Problem dar-
in, dass Bilder keinen klaren semantischen Kontext
wie Texte haben, sondern sich auf komplexe visuelle
Hinweise, Symbolik und kulturelles Verstdndnis stit-
zen, die die Systeme nicht erkennen kénnen. Fehler
eines Klassifizierungssystems lassen sich als ,falsch
Positive” (wenn ein harmloser Beitrag falschlicher-
weise als Hassrede identifiziert wird) oder als
«falsch Negative" (wenn tatsachliche Hassrede vom
KI-System nicht erkannt wird) kategorisieren. Solche
Fehler treten oft bei marginalisierten oder vulnera-
blen Gruppen verstarkt auf, und fuhren zur weiteren
Benachteiligung dieser Gruppen. Studien haben ge-
zeigt, dass automatisierte Hassrede-Detektoren
Inhalte, die in afroamerikanischem Englisch (AAE)
oder Minderheitendialekten verfasst sind, oft fdlsch-
licherweise als ,toxisch" kennzeichnen.®” Dies kann
zur Verschdrfung von Vorurteilen bis hin zur Zensur
solcher Gruppen fUhren. Umgekehrt kann bei man-
chen Gruppen eine Anhaufung von falsch negativen
Ergebnissen dazu fUhren, dass sie weiterhin viel Hass
und Beleidigung ausgesetzt sind, was zu psychischen
Belastungen und zum Riuckzug aus Online-Foren fUh-
ren kann.

Einschrénkung der Meinungsfreiheit: Artikel 19 des
Internationalen Pakts Uber birgerliche und politische
Rechte (ICCPR) verankert den Schutz der Meinungs-
freiheit, wahrend Artikel 20(2) jede Aufstachelung zu

nationalem, rassistischem oder religiésem Hass ver-
bietet, die zu Diskriminierung, Feindseligkeit oder Ge-
walt fUhrt.! Die Filterung und Streichung von Inhal-
ten steht daher direkt im Konflikt mit dem Recht auf
Meinungsfreiheit. KI-Moderationsinstrumente konnen
von Regierungen oder Anbieter:innen von sozialen Me-
dien missbraucht werden, um damit grundlegende
individuelle Freiheiten erheblich einzuschrdanken. In
sozialen Medien werden mit Hilfe von KlI-Systemen
nachweislich — aufgrund falsch positiver Klassifika-
tion —auch harmlose Inhalte aus sozialen Medien und
damit die Meinungsfreiheit ihrer Nutzer:innen einge-
schrankt.™©

Mangelndes Kontextverstdndnis: Eine der groBten
Schwierigkeiten bei der automatisierten Erkennung
von beleidigenden AuBerungen und Hassrede ist das
mangelnde Kontextverstdndnis von Kl Ausdrucks-
weisen wie Sarkasmus, Metaphern, Ironie oder ver-
schlUsselte Sprache sind fur Kl-Systeme generell
schwierig erkennbar.”® VerschliUsselte Sprache ist die
Nutzung von Codewdrtern fir ethnische Beleidigun-
gen, die in einer bestimmten Community eindeutig
verstanden werden, fir AuBenstehende aber nicht zu
erkennen sind. Hasserfullte Kommentare kénnen so
einer Filterung entgehen.’ Die Performance eines KI-
Modells bezieht sich immer auf Testdaten, mit einem
fixen Anteil an Sarkasmus, Ironie, oder verschlUsselter
Sprache. In der Praxis aber wissen viele Akteur:innen,
wie sie mit Sarkasmus und verschliUsselten Aussagen
die Kl-gestUtzte Moderation umgehen kénnen. So-
mit kdnnen Kl-Systeme zur Erkennung beleidigender
AuBerungen nur bedingt gewdhrleisten, dass Hass-
rede erkannt wird.
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Empfehlung zum Praxiseinsatz

Mangelnde Transparenz: Die Entscheidungen von
Kl-Systemen sind in der Regel - sowohl aufgrund
der Architektur, der enormen Datenmengen und der
Komplexitat der Systeme, als auch aufgrund der
Geheimhaltung proprietdrer Daten und Software -
undurchsichtig und nicht nachvollziehbar. Dadurch
wird der Uberprifungsprozess arbeits- und zeitauf-
wdndig oder schlicht unmoéglich (Black-Box-Prob-
lem).® Das steht im Widerspruch zum Recht von Nut-
zer:innen gemdaB Digital Service Act (DSA) Artikel 17.
Auch die Datenschutz-Grundverordnung (DSGVO)
erfordert eine Erkldrung fUr das Ldschen ihres Bei-
trags.®"”

Verlagerung der psychischen Belastung: Ein bedeu-
tendes Problem stellt die Verschiebung psychisch be-
lastender Arbeiten in den Globalen SUden dar. Stu-
dien zeigen, dass sogenannte Datenarbeiter:innen
in Landern mit geringeren Regulierungen und Arbeits-
rechten hdufig Aufgaben wie Datenannotation,
Inhaltsmoderation oder Labeln Ubernehmen - oft
unter prekdren Bedingungen, in zumeist informellen
Arbeitsverhdltnissen. Dabei miUssen sie oft versto-
rende Bilder und Texte labeln, um Trainingsdaten fur
die KI-Systeme zur automatischen Erkennung von
Hassrede herzustellen. Sie werden schlecht bezahlt
und haben keinen angemessenen Schutz vor psychi-
scher Belastung 323334

6.

Allgemeine Unsicherheit in Bezug auf beleidigende
AuBerungen: Die meisten Social-Media-Anbieter:in-
nen legen ihre Nutzungsbedingungen sowie die De-
finitionen fur beleidigende AuBerungen selbst fest.
Meta hat etwa eine dafir zustandige Abteilung ein-
gerichtet, die sich mit dem Thema beschaftigt.*°
Dadurch verlagert sich die Entscheidung, was als
akzeptable Sprache/Ansprache gilt, in private Unter-
nehmen, die keinen demokratischen Prozessen unter-
liegen. Proprietdre, intransparente Kl-Modelle setzen
damit den Gold-Standard, was erlaubt ist, und was
nicht. Beleidigende AuBerungen werden jedoch sub-
jektiv unterschiedlich wahrgenommen und eine ge-
naue, vollstandige Auflistung mdoglicher Hassreden
ist daher nicht moglich, da sie sich kombinieren und
erfinden lassen. Es sollte daher in der Verantwortung
der Gesetzgeber liegen, mit demokratischen Mitteln
diesen Wertekonflikt zwischen Meinungsfreiheit auf
der einen Seite und dem Schutz der Nutzer:innen
vor Hassrede und Gewalt auf der anderen Seite an-
gemessen zu adressieren. Eine klare Definition von
Hassrede kann zwar als Grundlage fir das Training
von Kl-Systemen herangezogen werden, bendtigt
aber jedenfalls Kontextualisierung bei deren Anwen-
dung auf spezifische Bedingungen. Hier kdnnten z.B.
Open-Source-Initiativen eine demokratische Alterna-
tive bilden, indem gelabelte Daten von betroffenen
Communities fur das Training von Open-Source-KI-
Modellen zur Erkennung von Hassrede bereitgestellt
werden — und sich Nutzer:innen ihr eigenes KI-Modell
aussuchen kdnnen.

u—
v—
v—

Um die oben genannten Risiken im Praxiseinsatz von Kl gestiUtzter Offensive Speech Detection zu minimieren, ist eine

Kombination aus regulatorischen MafBnahmen, technischen Vorkehrungen und bewdhrten Moderationsverfahren er-

forderlich.

Menschliche Aufsicht einrichten: Einer der wirksams-
ten Grundsdtze zur Risikominderung ist sicherzustel-
len, dass Kl keine endgiltigen Entscheidungen Uber
Inhalte trifft, welche die Grundrechte der Nutzer:in-
nen, beispielsweise das Recht auf freie Meinungs-
duBerung, beeintrdchtigt. Kl-Systeme sollten daher
zumindest nach dem ,Human-on-the-Loop"-Prinzip
entwickelt und eingesetzt werden, bei dem Kl und
menschliches Fachwissen kombiniert werden, z.B. im
Rahmen von stichprobenartigem Testen von KI-Ent-
scheidungen durch Moderator:innen. Im Rahmen die-
ser Strategie sollen Moderator:innen auch geschult
werden, Grenzen von Kl-Tools und rechtliche Stan-
dards fur Hassrede zu kennen und nicht blind den
Warnmeldungen der Kl zu vertrauen. DarUber hin-
aus kann die Einbeziehung von Moderator:innen oder
Berater:innen aus marginalisierten und von Hass-

reden haufig betroffenen Gruppen das Verstdndnis
fur den Kontext erleichtern.! In Kombination mit er-
kldrbarer Kl (XAl) schafft diese Vorgangsweise mehr
Transparenz und Effizienz fir Moderator:innen.”10:23:2¢

Kulturelle und sprachliche Kontexte beachten: Aktuell
nimmt Content-Moderation nur wenig auf kulturelle
und sprachliche Kontexte Ricksicht, obwohl das Vor-
aussetzung ist, um problematische Inhalte erkennen
zu kdnnen. KI-Systeme sollten in stdrkerem Ausmaf3
fOr Kulturrdume auBerhalb des angloamerikanischen
Sprachraums entwickelt und angewendet werden.

Verbesserte Datensatzqualitét/kontinuierlich lernende
Datensdtze sicherstellen: Die Sprache auf Online-
Plattformen entwickelt sich rasant weiter, wobei
stdndig neue Slangausdricke und nuancierte Ver-
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wendungsweisen entstehen. Kontinuierliche Lern-
frameworks, bei denen Modelle schrittweise neu
gekennzeichnete Daten (einschlieBlich Kontext) inte-
grieren, stellen sicher, dass die Erkennungsalgorith-
men auf dem neuesten Stand bleiben. Um Verzer-
rungen (KI-Bias) zu vermeiden, sollten Unternehmen
auBerdem sicherstellen, dass ihre Trainingsdatensat-
ze reprdasentativ und sorgfdltig annotiert sind und
mehr Beispiele fur nicht hasserfullte Inhalte aus Min-
derheitensprachen und -dialekten enthalten. So lernt
das Modell z.B., wann es sich um eine aggressiv ver-
wendete rassistische Beleidigung handelt. Bei der
Erkennung von Kontext mit NLP-Modellen wie Hate-
BERT wurden erhebliche Fortschritte erzielt, sodass
diese Modelle eine gute Grundlage fur die Weiterent-
wicklung von Kl-Systemen bilden. Dadurch wurde die
Gesamtgenauigkeit verbessert und systematische
Vorurteile gegeniUber geschitzten Gruppen verrin-
gert.8?

Open-Source-Modelle nutzen: Die Verwendung von
ausgewogenen und transparenten Open-Source-
Modellen verbessert nicht nur die Gesamtgenauig-
keit und verringert systematische Vorurteile gegen-
Uber geschUtzten Gruppen sondern hilft auch, das
Vertrauen der Nutzer:innen zu stdrken.8?

RegelmdBige Audits veréffentlichen und Ergebnisse
sinnvoll nutzen: GemaB den Artikeln 34 und 37 des
Digital Service Acts (DSA) sind Plattformen dazu
verpflichtet, systemische Risiken wie die Verbreitung
illegaler Inhalte, negative Auswirkungen auf Grund-
rechte sowie potenzielle Schaden fir den zivilgesell-
schaftlichen Diskurs, Wahlprozesse, die 6ffentliche
Sicherheit, geschlechtsspezifische Gewalt, die of-
fentliche Gesundheit und Minderjdhrige zu ermitteln,
zu analysieren und zu bewerten.®° Ebenso sind Platt-
formen dazu verpflichtet, die zum Training benutzten
Datensdtze offenzulegen sowie die KI-Modelle, damit
die Performance unabhdngig getestet werden kann.
Diese Audits sind zur Erhdhung der Rechenschafts-
pflicht zu veréffentlichen und missen zu konkreten
MaBnahmen und Anpassung der Modelle fUhren.?°

6.

Multimodale Analyse zur Identifizierung von Deep-
fakes entwickeln: Im Kontext von Hassrede erfor-
dert die Erkennung von Deepfakes die Entwicklung
neuer Technologien, die neben der Textanalyse auch
die Bildanalyse einschlieBt. Organisationen wie die
.Coalition for Content Provenance and Authenticity”
(C2PA) und Praktiken wie ,Open Source Intelligence”
(OSINT) setzen dazu bereits erste Schritte. Sie be-
kédmpfen die Verbreitung irrefUhrender Informatio-
nen im Internet, indem sie technische Standards zur
Zertifizierung der Quelle und Geschichte von Medien-
inhalten schaffen.?42

Beschwerdemdéglichkeiten fir Nutzer:innen einrich-
ten: Plattform-Anbieter:innen muissen Nutzer:innen
gemdB Digital Services Act (DSA) die Mdéglichkeit
geben, eine Uberprifung zu beantragen, wenn die-
se mit der Entscheidung des Unternehmens, kontro-
verse Inhalte zu I6schen oder zu belassen, nicht ein-
verstanden sind und alle Rechtsmittel ausgeschopft
haben? In Deutschland gibt es dazu auch einen
Rechtsrahmen. Das Netzwerkdurchsetzungsgesetz
(NetzDG) verpflichtet seit 2017 soziale Netzwerke,
angemessen auf Beschwerden von Nutzer:innen zu
reagieren.”®
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Wichtige Begriffe

Black-Box-Systeme: Bezeichnet alle Systeme, deren in-
terne Entscheidungsprozesse fir Menschen nicht trans-
parent und nachvollziehbar sind. Das heif3t, dass nur Ein-
gaben und Ausgaben beobachtet werden kdnnen, ohne
zu verstehen, wie die Verarbeitung dazwischen genau
ablauft.

Datenschutz in der Kl: Die Gesamtheit der Praktiken
und Bedenken im Zusammenhang mit der ethischen Er-
fassung, Speicherung und Nutzung personenbezogener
Daten durch Systeme der kinstlichen Intelligenz.

Deepfakes: Sind realistisch wirkende Medieninhalte (Fo-
tos, Audiodateien oder Videos), die durch Techniken der

Kl verédndert, erstellt bzw. verfalscht wurden.

Erklgrbare Kl (XAl): Bezieht sich auf Methoden und
Techniken, die es ermdoglichen, die Entscheidungen und
Ergebnisse von Kl-Systemen besser zu verstehen und
nachzuvollziehen.

Generative Kl: Kinstliche Intelligenz, die neue Inhalte wie
Texte, Bilder, Musik oder Code erzeugen kann, basierend
auf erlernten Mustern aus Trainingsdaten.

Gesetz der Europdischen Union Uber kinstliche Intelli-
genz (EU Al-Act): Gesetz der Europdischen Union Uber
kUnstliche Intelligenz (EU Al-Act): Eine europdische Ver-
ordnung Uber kinstliche Intelligenz (KI) - die erste um-
fassende Verordnung Uber Kl von einer groBBen Regulie-
rungsbehorde. Sie konzentriert sich insbesondere auf
KI-Systeme mit hohem Risiko.

Kl-Autonomie: Die Fahigkeit eines KI-Systems, eine Reihe
von Zielen unter einer Reihe von Unsicherheiten in ihrer
Umgebung selbststdndig und ohne externe Eingriffe zu
erreichen.

Kl-Genavuigkeit (Al-Accuracy): bezieht sich auf die Fahig-
keit eines Kl-Systems, korrekte Vorhersagen oder Ent-
scheidungen zu treffen. Sie ist ein wichtiger MaBstab fur
ihre Leistung und entscheidend fur die Bestimmung ihrer
Wirksamkeit und Zuverldssigkeit.

Systematische Verzerrungen (KI-Bias): Bias ist eine sys-
tematisch unterschiedliche Behandlung bestimmter Ob-
jekte, Personen oder Gruppen im Vergleich zu anderen.
Behandlung ist jede Art von Handlung, einschlieBlich
Wahrnehmung, Beobachtung, Darstellung, Vorhersage
oder Entscheidung.

Transparenz: Bedeutet, dass die Funktionsweise, Ent-
scheidungsprozesse und Einsatzbereiche eines Kl-Sys-
tems nachvollziehbar, erklarbar und offen zugdnglich
sind - fUr Entwickler:innen, Nutzer:innen und andere
Stakeholder.

Uberwachtes Lernen (supervised learning): Ein Teilge-
biet des maschinellen Lernens, bei der die Trainingsda-
ten vorab gekennzeichnet werden und das System das
Muster zwischen dem Inhalt und der Kennzeichnung er-
lernt. Die Aufgabe eines solchen KI-Systems besteht
darin, eine Beziehung zu finden, die jede Eingabe des
Trainingssatzes (die Daten) einer Ausgabe (der Kenn-
zeichnung) zuordnet.

Kl-basierte Erkennung beleidigender AuBerungen — Offensive Speech Detection in Social Media 7



Erklarung Stufenmodell des ALAIT Risikoradars

Im ALAIT KI-Risikoradar wird die Beziehung zwischen
Anwendungsrisiko und Autonomie eines K|-Systems dar-
gestellt. Die Risikostufen stitzen sich auf das EU KI-Ge-
setz (EU Al-Act), insbesondere auf Artikel 6 und Annex
[ll, die sich mit risikoreichen Anwendungsbereichen von
Kl befassen. Geringere System-Autonomie und Anwen-
dungsrisiken werden durch kdaltere Farben (blau) und hé-
here System-Autonomie und Anwendungsrisiken durch
wdrmere Farben (rot) dargestellt.

Der Farbwechsel vermittelt das erhéhte Risiko solcher
Entscheidungen. Mithilfe dieser Farbskala Idsst sich das
Gesamtrisiko erkennen: Violett und dunkelrot - sehr
hoch, rot und dunkelorange - hoch, hellorange und Gelb-
toéne - mittel, Blauténe - geringes Gesamtrisiko. Im
Idealfall sollten hohe Anwendungsrisiken und System-
Autonomie vermieden oder nur nach sehr sorgfdltiger
Abwdgung eingesetzt werden.

Autonomiegrad des KI-Systems

Stufe 1: Keine Autonomie

Kl ist ein passives Werkzeug; Menschen treffen alle Entscheidungen und leiten MaBBnahmen ein.

Beispiel: Diagnosesysteme, die medizinische Rohdaten
anzeigen oder die Daten analysieren (ohne Empfehlun-
gen!)

Empfohlene Anwendungsfélle: Szenarien mit hohen
Risiken oder bei denen ethische Entscheidungen von
entscheidender Bedeutung sind (z.B. medizinische Dia-
gnostik, Justizsystem).

Stufe 2: Geringer Autonomiegrad (Human-in-the-Loop)
Die Kl gibt Empfehlungen oder Optionen, aber der Benutzer:innen bleibt fir die Auswahl und Genehmigung von

MaBnahmen verantwortlich.

Beispiel: Kl schlagt optimale Routen fUr die Logistik vor
oder Empfehlungssysteme im E-Commerce.

Empfohlene Anwendungsfdlle: Aufgaben mittlerer Komp-
lexitdt mit mdaBigen Risiken (z.B. Optimierung der Liefer-
kette).

Stufe 3: Mittlerer Autonomiegrad (Human-on-the-Loop)
Die Kl fUhrt bestimmte Aufgaben autonom aus, wobei Menschen in Ausnahmefdllen eingreifen.

Beispiel: KI-gestUtzte Fertigungsprozesse, bei denen das
System Maschinen steuert, aber Nutzende bei Anoma-
lien eingreifen.

Empfohlene Anwendungsfdlle: Szenarien, in denen eine
kontinuierliche menschliche Beteiligung nicht erforder-
lich ist, kritische Risiken jedoch eine menschliche Uber-
wachung erfordern (z.B. industrielle Automatisierung,
Uberwachung von Finanztransaktionen).

Stufe 4: Hoher Autonomiegrad (Human in Control)
Das KI-System arbeitet weitgehend autonom, erlaubt es den Benutzern jedoch, es selbst zu Ubersteuern, um un-

erwinschte Ergebnisse zu vermeiden.

Beispiel: Autonome Fahrzeuge

Empfohlene Anwendungsfalle: Umgebungen mit gerin-
gem bis mittlerem Risiko (z.B. Logistik, einfaches Ver-
kehrsmanagement).

Stufe 5: Vollstdndige Autonomie mit minimaler Aufsicht
Das KI-System arbeitet unabhdngig und erfordert nur minimale oder gar keine menschliche Intervention.
Die Beteiligung des Menschen beschrdnkt sich auf die langfristige Aufsicht (Audits).

Beispiele: Autonome landwirtschaftliche Maschinen, Ki
fUr die Stromnetzverteilung, U-Bahnen, Flughafenbahnen

Empfohlene Anwendungsfélle: Umgebungen mit gerin-
gen Sicherheits- oder ethischen Risiken und hoher Zuver-
lassigkeit des KI-Systems (z.B. sich wiederholende Auf-
gaben in kontrollierten Umgebungen).
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Anwendungsbereich-Risiko

Stufe 1: Minimales Risiko
Das KI-System hat keine Auswirkungen auf den Benutzer:innen oder die Entscheidungsfindung.

Beispiele: Filter, NPCs, Empfehlungsalgorithmen ohne Kriterien: Keine direkte Auswirkung auf die Hochrisiko-
schwerwiegende Folgen (Deepl, andere Ubersetzungs- bereichen des EU Al-Acts.
systeme )

Stufe 2: Begrenztes Risiko
KI-Systeme, die mit Benutzer:innen interagieren, aber keine Entscheidungen mit hohen Risiken treffen. Das Risiko
steigt, wenn es an Transparenz Uber die Beteiligung von Kl mangelt.

Beispiele: Chatbots und Kl-generierte Inhalte ohne Of- Kriterien: Bereiche, die nicht in der Liste der ,hohen Risi-
fenlegung, einfache Automatisierungsaufgaben. ken" des EU Al-Acts enthalten sind.

Stufe 3: Mittleres Risiko
Kl-Systeme haben keine besonderen Auswirkungen auf einzelne Personen, aber sie entfalten Wirkung auf kollektiver
oder gesellschaftlicher Ebene.

Beispiele: Generative Kl wie ChatGPT und andere Sys- Kriterien: KI-Systeme, die fur die 6ffentliche Nutzung

teme, die indirekt die Umgebung beeinflussen kénnen, in verfugbar sind und das Potenzial haben, bestehende

der sie eingesetzt werden. Gepflogenheiten zu beeinflussen und langfristig zu ver-
dandern.

Stufe 4: Hohes Risiko
Jeder Algorithmus, der in den laut EU Al-Act ,,Hochrisikobereichen” angewendet wird oder direkte Auswirkungen
auf einzelne Personen hat.

Beispiele: Medizin, Biometrie, kritische Infrastruktur, Kriterien: Zugehorigkeit zum ,Hochrisikobereich” des
Bildung und Berufsausbildung, Beschaftigung, Zugang EU Al-Acts, nur wenn die Regeln fiur Transparenz und
zu Dienstleistungen im 6ffentlichen Sektor, Strafverfol- Datenqualitdt eingehalten werden.

gung, Migration.

Stufe 5: Extremes Risiko
Jeder Algorithmus, der in den laut EU Al-Act ,,Hochrisikobereichen” angewendet wird.

Beispiele: Medizin, Biometrie, kritische Infrastruktur, Kriterien: Zugehorigkeit zum ,Hochrisikobereich”, wenn
Bildung und Berufsausbildung, Beschaftigung, Zugang die Regeln fur Transparenz und Datenqualitat NICHT
zu Dienstleistungen im 6ffentlichen Sektor, Strafverfol- eingehalten werden.

gung, Migration.
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